ABSTRACT
The Internet is consisting of autonomous systems each managed by individual and rival organizations, which makes it very difficult to capture as a whole. An Internet Situation Awareness can be accomplished by creating a common basis for private and public operators to monitor their networks, by offering them a common smart approach and the additional benefit of a global view, which they can use to compare their local situation with. This smart approach should utilize well proven existing global statistics, best practices and existing technical sensors, which can be adapted to the overall common framework. From this, output for all relevant stakeholders, like national assessments centers, can be generated to fulfill the individual needs.

One possible input source could be the technical sensor technology, which has been developed by our Institute and which we give to partners and other researchers free of charge. It is a great basis for an Internet Situation Awareness, since it is a well proven system, which has been in operation for a couple of years, and since it can easily be adapted by our developers to comply with the overall framework. The great advantages are in addition (i) that it is privacy compliant by design and (ii) can offer high performance with the (iii) capability for long time storage of the collected raw data. Using raw data collected at various positions of the internet infrastructure, we aim to generate a continuous global view of the current state of the Internet, which can be utilized as input for the Internet Situation Awareness.

Categories and Subject Descriptors

General Terms
almost impossible, due to the high level of competition. Evaluation and analysis depends purely on the experience, resources and the used monitoring devices within each organization. Internet exchange points for instance can only offer information on traffic that is exchanged between AS. But how does the client program of a peer-to-peer network select its peers? Is that done mainly due to performance reasons and would these peers most probably be found within the same AS if available there or is it more likely to find the demanded content in Russia on servers with great connectivity?

ISPs earn money by transferring data, so they are not keen on providing evidence on how much money they make by routing illegal content. In addition, they can only offer their local view, which might differ from ISP to ISP, depending on their total number of end customers in relation to business customers. An exchange of management information between private partners is almost impossible, due to the high level of competition.

1.2 Internet Situation Awareness

The term Situation Awareness (SA) comes from the area of air traffic control and military command & control. The term is generally used when the understanding of an environment is critical for the process of decision making. A situation awareness of the Internet is - as described - very difficult to capture and until now nobody can offer a truly global view or even as much as a broad overview. This is leaving decision makers, regulators, users and service providers without a reliable foundation to base their decisions on.

In Endsly’s model of situation awareness he described in 1995 three sequent phases performed in the process of situation assessment: (i) perception of elements in current situation, (ii) comprehension of current situation and (iii) projection of future status. These phases map to our efforts to generate a continuous Internet Situation Awareness, which will be described in this paper. To generate this SA input from all relevant but well selected and trustworthy sources will be used such as from statistics, technical sensors and partners as part of the situation assessment. The technical sensors must comply with an overall framework. Therefore, in most cases open source technology should be preferred.

We also have to acknowledge the fact that monitoring Critical Infrastructures (CI) is a national competence in most regions of the world. Our goal is therefore to help establish a needed additional knowledgebase for the national governments for their assessments centers, to enable them to suggest and/or perform preventive actions and countermeasures.

Besides the output for the national governments additional output can be generated for private partners and citizens. Therefore, reporting has to meet various needs and perspectives. The output, we want to offer to interested partners can vary, is depending on particular requests.

1.3 Obtaining a global perspective

In order to obtain a global perspective, there are a few challenges that have to be coped with: (i) communication data is relevant in principle to data protection, (ii) the quantities of data are enormous, (iii) the data rates are sometimes so large, that they cannot always be analyzed in real time, while (iv) long-term storage of the communication data in order to observe long-term developments appears to be impossible. Moreover, the question also arises of who feels responsible for creating a global perspective?

Nevertheless, the Internet has developed into an omnipresent medium over the past few years, without which very large areas of the economy, research and private life would be unimaginable today. According to the European Network and Information Security Agency (ENISA) up to 30 percent of the global trade are "digitally dependent" [11]. For this reason the analysis and knowledge of the medium known as the Internet in its totality is of particular significance in order to be able to assess its development and guarantee the future functioning of all the services it provides.

The constantly growing importance of the Internet for our knowledge and information society makes it necessary to analyze and be acquainted with its status beyond the limits of the individual network operators. Only precise knowledge of the normal status makes it possible to detect anomalies, which influence the functionality of the Internet.

2. Sensor technology

Our intention is to create and analyze local and above all global perspectives in order to make the generation of the global view of the Internet possible. Therefore, we have developed a passive sensor technology, that can continuously collect statistical raw data with sensors, which are placed at selected spots of the internet communication infrastructure. At the moment we have implemented sensors mainly in Germany to monitor the internal government network and the networks of Universities and Companies. In addition, we have also found partners in Austria and Brazil.

The raw data is captured from header information of the passing network traffic, by counting the occurrence of (currently) 870,000 different parameters. This processing is assuring, that all sensitive header information, like IP addresses and user data, is left out and therefore the data is not privacy-sensitive, avoiding ethical, privacy, and legal challenges, that other data-collecting systems are plagued with. Additionally, our processing is designed to have very high performance and it allows frequently transfers of the collected data to our centralized database using encryption. This...
enables us to collect and store data securely over a long period of time. The general approach is different form Intrusion Detection Systems, which only collect information in case of a specific exception event, and different from other monitoring systems, that store highly confidential content or IP addresses, which are privacy sensitive. These mentioned systems are well proven in the local environment, but cannot cope with the global challenge.

2.1 Aims and Tasks of the Internet Analysis System
The task of the Internet Analysis System on the one hand is to analyze local communication data in defined sub networks of the Internet, and on the other to create a global perspective of the Internet by bringing together the large number of local views. The functions of the Internet Analysis System can be divided up into the four segments of (i) pattern formation and creation of a knowledge base, (ii) description of the actual status, (iii) alarm signaling and (iv) forecasting.

Fig. 2: Tasks of the Internet Analysis System
The main task of pattern formation is a comprehensive analysis and interpretation of the communication parameters of Internet traffic, with the aim of detecting technology trends, interrelationships and patterns, which represent the various statuses and perspectives of the Internet. We also want to create a knowledge base, which we can use to understand the functioning of the internet from the “communication behavior” point of view.

On the basis of this knowledge a search is carried out for anomalies among the current measured values and the causes of status changes are analyzed and interpreted. Here, it is important to find out whether the status anomalies have a natural origin, for example as a result of a technological change, or whether they are attributable to a wanton attack.

With knowledge of the current status of a communication infrastructure and the use of historical - i.e. previously collected - information (knowledge base) it is possible in the case of significant changes to traffic volumes or communication data to generate a warning message, on the basis of which, measures can be initiated to protect and maintain the correct functioning of the Internet. By this, we can limit the damage caused by a possible attack.

A further important function is the visual depiction of the Internet status similar to a weather or traffic jam map. Here, intuitive depictions are being developed, with which the most important parameters are discernible at first glance [26] (please take a look at the example in Fig. 3).

Fig. 3: Security Situation of the German Internet
Through the examination and analysis of the extrapolated profiles, technology trends, interrelationships and patterns, it will be possible, by means of an evolutionary process of the acquired results, to make forecasts of changes of the Internet status. In this manner it is possible to detect indications of attacks and important changes at an early stage and forecast the effects of the damage, which helps us to avoid this damage created by a possible attack...

2.2 Principle of Raw Data Collection
Fig. 4 shows the principle of raw data collection by the probes. This is divided up into three sections. (i) The Internet is represented on the left. In this example packets of three different application sessions are shown: related HTTP packets, an FTP session and an SMTP session. (ii) The probe is located in the middle of Fig. 4. The packets of the three applications are accessed passively by the probe one after the other in their random order and evaluated. The packet, that is accessed, is channeled through several analysis categories, each of which is responsible for a certain protocol. These evaluate strictly defined communication parameters in the protocol header at the various communication levels, which are not relevant to data protection laws. (iii) The counters allocated in the counting system are incremented according to how the header information of the packet is filled out. The frequency of certain header information is recorded in the same way as on a tally sheet.

Let us take a look at the following simple example: In Fig. 4 the accessing of the FTP packet is recorded by incrementing the FTP
counter by 1. The raw data is therefore an aggregation of counters, i.e. counters of communication parameters, that have appeared at the various communication levels over a defined period. The packet - in Fig. 4 a FTP packet - is immediately deleted physically, i.e. irreversibly and without trace, by the probe [21].

![Fig. 4: Principle of raw data collection](image)

The sensor monitors for instance the protocols: IP, ICMP, TCP, UDP, HTTP, SMTP, FTP DNS, EMULE, IRC, RTP, SIP, Skype, etc [25]. For each protocol a different number of monitored parameters is implemented in the sensor technology and therefore observed by it. The number is depending on the importance and distribution of the protocol. Therefore, we count for SMTP 1.624, for HTTP 1.123, for DNS more than 9,000, for RTP only 47 and for TCP 680.551 different parameters. The number for TCP is as high, because it includes the observation of the different ports as well. These counters sum up to a total of currently 876.596 different parameters, for which the occurrence is registered by the sensor [25].

### 2.3 Data privacy vs. data confidentiality

Speaking from our perspective, the European Union has very high standards for the privacy of the data of citizens. This was considered by the design of the sensor. Therefore, no portions of the communication packets, that could be linked to an individual, is further processed or stored. This includes the payload of the packets at the level of the application layer. Even IP addresses are considered to be off limits, due to the fact that the internet service provider can link the address to a customer (real person).

Reconstitution of the context of a packet or only a communication parameter is not possible or necessary. At intervals definable by the partner the counter readings (raw data) of the sensor can be transmitted securely to the raw data transfer system using encryption [2]. For most partners this interval is set to be five minutes. All of this information is completely anonymous, as shown in Fig. 5.

On the right behind the colon character are the counter values for each parameter specified on the left. Each line stands for one counter. For example, line 2 indicates that 1,123,149 packets with the IP protocol number 17 (UDP) appeared in the prescribed time interval. The total table has more than 870,000 lines.

<table>
<thead>
<tr>
<th>ID</th>
<th>Description</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>131134</td>
<td>IP (Protocol Number 6)</td>
<td>18,654,151</td>
</tr>
<tr>
<td>331145</td>
<td>IP (Protocol Number 17)</td>
<td>1,123,149</td>
</tr>
<tr>
<td>327700</td>
<td>TCP (Flags: SYN)</td>
<td>244,454</td>
</tr>
<tr>
<td>327723</td>
<td>TCP (Flags: FIN/ACK)</td>
<td>400,697</td>
</tr>
<tr>
<td>327724</td>
<td>TCP (Flags: SW/RST)</td>
<td>275,779</td>
</tr>
<tr>
<td>545057</td>
<td>HTTP (Request Method POST)</td>
<td>2,026</td>
</tr>
<tr>
<td>545061</td>
<td>HTTP (Request Method GET)</td>
<td>293,616</td>
</tr>
<tr>
<td>545063</td>
<td>HTTP (Request Method HEAD)</td>
<td>18,992</td>
</tr>
</tbody>
</table>

![Fig. 5: example of results of the counting system in the probe](image)

One of the largest tradeoffs caused by complying with the privacy laws is the fact, that we cannot work with the IP address of a potential attacker and with the payload of the packets. Therefore, we can only locate the origin of the attack roughly by locating the sensor, that first recorded a phenomenon. In addition to this, we can estimate with a certain percentage, if it was a distributed or a centralized attack by using certain parameters.

And some attacks, that are hidden in the user data and aim to manipulate the server like the “Invite of Death (IoD)” for Private Branch Exchanges, cannot be detected [25]. Therefore, other systems, that are used by the operators of AS in case of the detection of a certain local event, offer an enrichment to the Internet Analysis System and are necessary to create a continuous Internet Situation Awareness.

Of course, one could argue scenarios, in which the Internet Analysis System could also be used in a privacy violating fashion. Recently we have passed out an enhanced DSL router to students on a voluntary basis. On top of the DSL router hardware we have implemented this described sensor in combination with another development of us, an active drone monitoring the availability of services out of the perspective of users [18]. Since we can link the raw data coming from each router directly to a student, this is of course a scenario, in which we need the consent of the concerned. So in all cases, in which the sensor raw data can be linked to one single individual, we have a data privacy problem. If it is not possible to get the consent of the concerned the sensor should only be placed in working environments with at least 50 people. But this DSL scenario is not what the sensor was designed for. The great advantages show when placed in the communication infrastructure of larger networks.

So we are proud to say, that we do not have to deal with privacy issues. But we are aware that by processing the raw data we might reveal information - like from economical nature -, that to some extent can prove to be critical. Therefore, we have to deal with data confidentiality issues. If one links the knowledge about a crisis in a product of a company, with the fact that there is no increased level of e-mail communication on the weekends, this might show, that the staff of the observed organization is not actively working on solving the problem. This is a similar situation to the DSL router scenario, but in this case it is not linked to an individual but to one single organization. We have a great understanding for the fact, that the confidentiality of the raw data of individual organizations is essential for the success of the whole idea. We encounter this by establishing trust and transparency on an organizational level and by using encryption and smart processing of data on a technical level. We need to make sure, that the data of an organization does not get in the hands of another directly or by the means of reverse engineering.
2.4 Some results of the Internet Analysis Systems

For the purposes of illustration some results are presented in this section in order to provide an idea of the abilities of the current status of development of the Internet Analysis System. At present there are - as mentioned - approximately 870,000 different counters for communication parameters implemented on various layers of the communication. This large number clearly shows, how complex the results can be. Here, we now present some basic examples:

2.4.1 Types of E-mail Messages

Fig. 6 shows the ability of the system to record the statistics of the headers of the e-mails sent via SMTP. The distribution can provide information on general communication behavior, as well as deviations from it.

Fig. 6: Distribution of e-mail Content Types

Fig. 6 shows an example of normal behavior in which the total number of messages without attachments represents 60% of all messages. These e-mails include messages with the text/plain (12423), text/html (7) and multipart/alternative (14734) content types. By rule, e-mails with attachments are provided with the multipart/mixed (15845) content type. A mixed form is e-mails with the multipart/related (657) content type. Here, for example, images are integrated directly into the text. If these e-mails are included in the total count of e-mails, which are having an attachment, approximately 36% of all e-mails are sent with an attachment. The remaining 4% essentially consist of confirmations of reading with the multi-part/report (2050) content type. An abrupt change of these values in particular, may indicate a wave of spam affecting a company from the outside, or indicate that a computer is sending spam from within the company. It could also be an indication for an attack with malware attached to e-mails.

2.4.2 Transport Protocol Distribution

Fig. 7 shows the distribution of the protocols of the transport layer used over a period of several days for a specific communication line.

Fig. 7: Protocols of the transport layer

From past readings the Internet Analysis System has stored the profile of the standard deviation, which can be used to detect and display an indication of untypical behavior. Additionally, the use of certain protocols can be determined, enabling capacity planning for the use of Virtual Private Networks (ESP protocol), for example. Protocol dependencies can also be detected: UDP appears to be proportional to TCP, which can be attributed to the dependencies of HTTP (using TCP) and DNS (using UDP).

2.4.3 TLS cipher suites really used for encryption

For the secure communication between clients and servers so called cipher suites have been pre-defined consisting of methods for the key exchange with authentication and algorithms for encryption as well as for data integrity. Which cipher suite is used for the communication is then negotiated between client and server depending on availability of algorithms and set preferences. If the browser is connecting the web server the browser offers the possible crypto suites to the server. Then the web server decides, which crypto suites should be used for the communication.

Since modern encryption is based on problems of complexity and due to the fact that weaknesses in some methods have been identified, some cipher suites should no longer be used with growing performance of the available computer systems. But sometimes the use of certain very insecure cipher suites is mandatory, due to questionable national laws, which are supposed to ensure legal interception especially in so called “rogue regimes”.

The Internet Analysis System can monitor from authentic network traffic, which cipher suites are really being used. This information is very interesting for all national representatives in charge for the monitoring of the infrastructure internet. So far they have to base their decisions on very little available information. Most of the time they are not aware of the actual situation.

Fig. 8: Distribution of cipher suits used
In one of our monitored sub networks we have recorded the following distribution (Fig. 8): In 60% of all encrypted communication the very common RSA_WITH_RC4_128_MD5 (5) cipher suite was used, in 33% the improved and more secure DHE_RSA_AES_256_CBC_SHA (1) cipher suite and in about 6% the RSA_WITH_AES_128_CBC_SHA (3) cipher suite was used, which is from the perspective of security also fine. But we have detected some profiles, that should not be used, like in 0.1% of all encrypted communication in form of the RSA_EXPORT_WITH_RC4_40_MD5 cipher suite, which only offers a 40 bit key length or in the case of 0.01% of the encrypted communication in form of the RSA_WITH_NULL_SHA cipher suite, actually offering no encryption at all. From this information national representative can disseminate guidelines for a secure use of the internet for agencies, companies and citizens.

2.6 Global View

As illustrated, the Internet Analysis System can be used to generate a local view of IP-based networks. These networks, ranging besides others from companies’, Internet Service Providers’, Content Providers’, Universities’ networks, come along with very different characteristics, like obviously the total number of packets passing the sensor. The local view already helps the operator to monitor the network, but a global view is even a lot more valuable [23][28]. It can be used to compare the local situation with an authentic global view to detect abnormalities, which might help to confirm or dismiss the detection of local attacks or events. The global view is valuable to a number of other relevant stakeholders as well, like for national assessment centers.

To generate this global view partners are invited to join by frequently sending a summary of their local view to a centralized evaluation system (Fig. 9). From this authentic data the common global view is generated and transferred back to the participating partners. Due to the structure of the internet this can only be accomplished with the support of the partners. So far nobody can offer this kind of global view, so you cannot just go out and buy it someplace.

Fig. 9: collaboration for a global view

In Fig. 10 we give an example of the possible confirmation of an attack with malware attached to e-mails by the use of the global view. The local view shows our partner, that the number of e-mails with a zip-attachment has abruptly increased, which is an indication for an abnormality and possibly for an attack. To verify whether this is a local phenomenon, which would be speaking for a directed attack towards the local partner, the event can be compared to the global view. Doing this, we can find out, that only a few partners have recorded this phenomenon at this specific time. Therefore, the event could be a directed attack against a selected group, for example banks or insurance companies. Other partners, which have no problem at this particular moment, can use this information to protect their organizations in advanced. The centrally management Evaluation System will also be able to detect cyber war activities.

Fig. 10: example of malware detection

A further challenge will be to deal with the different natures of networks, that can be monitored with the sensor technology. The traffic passing the sensor is characteristic for the type of services,
which are provided by this different kind of network. Therefore, a content provider has a different profile of traffic as a university. To improve the outcome of the global view for these partners, they could be grouped in logical units. Each group can have their individual global view, which can be combined to the common global view of the Internet. The challenge is, that not all networks can be grouped that easily, due to their diversity.

The selection of network operators as partners should of course be done due to scientific evaluations (rectangular distribution). For the future, once the technology has reached a wider level of acceptance, this will leave some unsolved complex statistical challenges, which we have to face once this opportunity arises:

What is the accurate number of sensors and where exactly do these sensors need to be placed to generate a global view in a representative manner without creating too much overhead?

In addition, we have to deal with different time zones and inconsequent daylight saving time regulations all over the world. We cannot just agree on a global time for the distributed system of sensors, because the local time reflects in the usage of services and therefore in the raw data. The traffic passing the sensor consists roughly of human and machine initiated communication. The human part is highly affected by the different time zones, as people tend to sleep during night and work during day time. The human part is also affected by cultural issues (sociological aspects) like the long lunch break in Spain (Siesta), due to the hotter climate. Besides the fact that global attacks initiated in the US by a human, might strike in Europe at night time, we also have to face the problem, that no existing real time sensor can decide for sure by analyzing the passing the communication data, if the connection was originally initiated by a human or a machine. It is not like we could build on the work of Turing, trying to test whether the communication partner is a machine or a human. The sensor is only monitoring passing traffic in real time, which in a lot of cases are only fragments of packets of the different applications.

If a segmentation of the communication into human and machine initiated would be possible, we could introduce a global time for all machine initiated communication worldwide and consider the local time for the human initiated communication. Sometimes the communication parameters give an indication, because for example some protocols are by specification for machine to machine communication. But most protocols are shared in use or might not be used in correspondence to the specification. On top of this, we have to acknowledge that the machine initiated communication is by part also influenced by the local time, since most routine jobs are run at night, to reduce the traffic load on the network. At this point further analysis is necessary. It could for instance be, that the machine initiated portion perishes in noise.

We have a strong feeling based on the results of a diploma thesis [25], that a limited but well chosen selection of parameters might already be sufficient to compare the local situation with the global overview to detect possible events. This is the great advantage of this system, collecting statistical raw data, enabling the utilization of findings of this mathematical discipline. In the long run we can further extend the selected parameters, if this should become necessary. At the moment we are working on selecting and roughly splitting up the parameters. From there we can build a global view, which considers the relevant time changes for each parameter of each sensor.

3. Related work

In this area of research various universities are working on other important issues, like the recognition and analysis of Trojan horses, pattern recognition, detection of anomalies, neural network models for communication parameters, Data Mining algorithms, and anonymization. It also has to be analyzed on which spots of the internet the sensors need to be placed to make a representative statement [4].

On the sensors level there are more systems, like log-data based systems that have access to router log data, switches, Intrusion-Detection-Systems, firewalls, web servers and therefore are able to analyze it. Examples for such systems are the “Symantec DeepSight Threat Management System” and “DShield.org - Distributed Intrusion Detection System”. The driving force behind DShield is the Internet Storm Center of the SANS Institute in the USA. Everybody who operates a firewall and is willing to contribute his logfiles to the project can participate. The possibility to contribute logfiles completely anonymous, without checking the country of origin and time zone is quite questionable. This raises a considerable doubt on the trustworthiness of the data. Most of the input data comes from the USA and has a focus on this area, which is creating a lack of supervision on the Internet as a whole. Together with designated experts important alerts can be spoken out by the system.

As one pilot project to monitor the internet traffic in European Infrastructure, we can name the “LOBSTER” project. It is based on passive monitoring enhanced by previous experience and “was unique in Europe and one of only three similar infrastructures that existed in the world”. [12]

The ongoing MOMENT (Monitoring and Measurement in the Next Generation Technologies) project builds besides others on the findings of LOBSTER and aims to advance the “project towards a common and open, pan-European platform by confederating participants from various […] other measurement-related projects. The main objective is to design and implement a mediator architecture offering a unified interface for measurement services, able to use all data and functionalities from the existing measurement infrastructures. Main innovation of the project is the use of a measurement-specific ontology, allowing semantic representation and retrieval of measurement and monitoring information, as well as providing the flexibility of a service oriented architecture for future Internet applications. To validate the benefits of the integrated approach, the project will develop and demonstrate a set of tools and applications presenting the added value of combining measurement data collected from different infrastructures.” [14]

The Worldwide Observation of Malicious Behaviors and Attack Threats (WOMBAT) project “aims at providing new means to understand the existing and emerging threats that are targeting the Internet economy and the net citizens. To reach this goal, the proposal includes three key workpackages: (i) real time gathering of a diverse set of security related raw data, (ii) enrichment of this input by means of various analysis techniques, and (iii) root cause identification and understanding of the phenomena under scrutiny. The acquired knowledge will be shared with all interested security actors (ISPs, CERTs, security vendors, etc.), enabling them to make sound security investment decisions and to focus on the most dangerous activities first. Special care will also be devoted to impact the level of confidence of the European
citizens in the net economy by leveraging security awareness in Europe thanks to the gained expertise.” [30]

A versatile tool to collect malware is Nepenthes. “It acts passively by emulating known vulnerabilities and downloading malware trying to exploit these vulnerabilities.” [16] At the moment there is an ongoing project to link the Nepenthes project with the Internet Analysis System to detect and analyze the distribution of malware.

A German national initiative towards an internet early warning system is the CarmentiS project of the German CERTs in cooperation with the German Federal Office for Information Security (BSI). CarmentiS is developing a security architecture, which is supposed to be easily implemented in a straightforward fashion. Part of the project is an improved visualization and the automated detection of threats. So far the information on the German language project homepage is very limited. [1]

Other Early Warning Systems have an active access to internet services and record the availability data [10]. This enables a quick overview of the availability of important services like DNS, E-Mail, and web servers. Besides the sensors and interpretation level there are a valuation and categorization level, which can refer recognized irregularities to normal network behavior or a cyber attack. The valuation and categorization can hardly be automated. This is the point, where humans have to make decisions based on their technical knowledge, their expertise and by accessing additional information.

Another very important aspect is the distribution level for the dissemination of the warnings and information. Here, the addressees of alerts have to be selected carefully. If responsibilities and competence fields aren’t defined exactly, the alert may be sent to an addressee, who is not allowed to react, or doesn’t have the suitable knowledge to perform the necessary measures.

4. Perspective

Even if we do not know today, if we could recognize the most important attacks, we need to be able to have a Internet Situation Awareness or at least as much as the presented global view of the internet.

Similar to the situation of road traffic the results will be implemented to infrastructural security measures (Black List, Router Policies, Identity Management, and so on) and to a higher level of operating system security (Trusted Computing, and so on.), as well as applications (e.g. digital signature).

We face a challenging way to establish a working Internet Situation Awareness, which can be used for national or international Internet Early Warning activities. The Internet Situation Awareness will help to: (i) improve the stability and trustworthiness of the Internet, (ii) raise awareness for critical processes or components of the Internet, and (iii) find out more about the Internet and its users in order to better cater to their needs and service demands.

These aspects are getting more and more important especially in light of the convergence of fixed, mobile, circuit switched and packet based networks to all-IP based real-time capable multimedia networks. These all-IP networks try to offer the basis for citizens, enterprises, governments and organizations to perform educational, work and entertainment operations in a confidential manner with a high level of trustworthiness and availability.

To fulfill these requirements monitoring these, next generation all-IP networks and analyzing of the data-flows is essential. For this, we need to utilize new methods and techniques, algorithms and automated processing, before the open and self-governed structure of the Internet degrades, and possibly breaks down. The cooperation of companies, organizations and governments is important to create a global view of the Internet. By that we will be able to detect attacks in time and answer interesting research questions on the “living creature” Internet.
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